
Addressing Facebook 
and Google’s Harms 
Through a Regulated 
Competition Approach

Matt Stoller 

Sarah Miller 

Zephyr Teachout

April 2020

economicliberties.us

W
O

R
K

IN
G

 P
A

P
E

R
 S

E
R

IE
S

 O
N

 C
O

R
P

O
R

A
T

E
 P

O
W

E
R

 #
2

A M E R I C A N  E C O N O M I C  L I B E R T I E S  P R O J E C T



2 WO RKIN G PAPER SERIE S O N CO RPO R ATE POWER #2

EM
BARGOED

ABOUT THE AUTHORS

SARAH MILLER  is the Executive Director of the American Economic Liberties Project. 

Previously, she served as the Deputy Director of the Open Markets Institute, which was credited 

by Rolling Stone as “the driving force behind the resurgence in public understanding and desire 

for action around antitrust and monopolies.” She is also Co-Chair of Freedom From Facebook, a 

coalition of progressive groups that succeeded in bringing the concept of breaking up Facebook 

into the mainstream. Prior to Open Markets, Sarah spent 15 years in Washington D.C. working 

on policy and strategic communications from the vantage points of campaigns, advocacy 

organizations, and the federal government. She was a policy advisor at the U.S. Treasury in 

the Obama Administration, worked as an advisor to John Podesta at the Center for American 

Progress, helped launch and lead the Washington Center for Equitable Growth, and served as a 

policy staffer for Hillary Clinton’s 2008 presidential run.

MATT STOLLER  is the Director of Research at the American Economic Liberties Project. He 

is the author of the Simon and Schuster book Goliath: The Hundred Year War Between Monopoly 

Power and Democracy, which Business Insider called “one of the year’s best books on how to 

rethink capitalism and improve the economy.” David Cicilline, Chairman of the House Antitrust 

Subcommittee, has called Stoller’s work “an inspiration.” Stoller is a former policy advisor to 

the Senate Budget Committee and worked for a member of the Financial Services Committee 

in the U.S. House of Representatives during the financial crisis. His 2012 law review article on 

the foreclosure crisis, “The Housing Crash and the End of American Citizenship,” predicted 

the rise of autocratic political forces and his 2016 Atlantic article, “How the Democrats Killed 

their Populist Soul,” helped inspire the new anti-monopoly movement. His writing has appeared 

in the Washington Post, The New York Times, Foreign Policy, The Guardian, and The American 

Conservative.

ZEPHYR TEACHOUT  is an Associate Law Professor and has taught at Fordham Law School 

since 2009. After graduating summa cum laude from Duke Law School, where she was the 

Editor-in-Chief of the Law Review, she clerked for Chief Judge Edward R. Becker of the Third 

Circuit Court of Appeals. She was a death penalty defense lawyer at the Center for Death Penalty 

Litigation in North Carolina and co-founded a non-profit dedicated to providing trial experience 

to new law school graduates. She is known for her pioneering work in internet organizing 

and was the first national Director of the Sunlight Foundation. She has written dozens of law 

review articles and essays and two books. Her book, Corruption in America: From Benjamin 

Franklin’s Snuff Box to Citizens United was published by Harvard University Press in 2014. She 

ran unsuccessfully for the Democratic nomination of the Governor of New York in 2014, for 

Congress’s 19th Congressional District in 2016, and for New York Attorney General in 2018.



3A M E R I C A N  E C O N O M I C  L I B E R T I E S  P R O J E C T

EM
BARGOED

INTRODUCTION

Imagine a policymaker proposing we place concentrated power over global online 

communications in the hands of two dominant corporations named Facebook and Google.

These corporations would amplify falsified news stories and pump out individually tailored 

propaganda, which would influence elections, result in violence, promote fake stories during 

a pandemic, and even facilitate genocide. They would enable a range of other societal harms: 

creating virulent new forms of discrimination, harming public health, intimately surveilling 

adults and children, imposing a private tax on small businesses, using design to addict users to 

their platforms, and driving the collapse of independent journalism, especially at the state and 

local levels.

We would dismiss this idea as a threat to our communities, our way of life, and our democracy. 

And yet, this is the policy path that the United States, and much of the world, has followed over 

the past decade.

*          *          *

Facebook and Google’s many interrelated harms trace back to two primary causes: their 

unregulated dominance over key communications networks, and their use of those networks 

to engage in surveillance and user manipulation to monopolize digital advertising revenue. 

Nearly every internet user, civil society group, and business uses networks owned by Facebook 

and Google. Without meaningful competition, they design their networks not to help us 

communicate, but to addict us to their services in order to sell more advertising. And as 

advertising revenue plummets during the Coronavirus crisis, Facebook and Google are poised to 

capture even more power.

Many of the problems Facebook and Google create are chalked up to “technology” or “the rise 

of the internet,” or described as an impersonal force with its own logic known as “surveillance 

capitalism.” But public policy choices, not simply technological advancement, led to today’s 

dystopian communications environment. 

The public policy framework that enabled Facebook and Google to exist in their current forms 

is relatively new. Since the 1980s, policymakers encouraged lax enforcement of merger laws 

and rollbacks of communications regulation. They also wrote laws encouraging concentration 

by shielding online communications networks from liability for illegal content that passes over 
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their platforms, while allowing them to profit from 

advertising sold alongside it.1

This paper provides an overview of the policy 

choices that allowed Facebook and Google to 

develop a business model toxic to democracy, civil 

rights, and public health. It also breaks down what 

often seems to be an overwhelming and unsolvable 

challenge into a discrete set of solvable problems. 

Below, we lay out options for structuring online 

communications networks to mitigate the range 

of harms Facebook and Google currently create 

and help ensure they are compatible with a well-

functioning democracy. 

Addressing the harms induced by these dominant platforms will require policymakers to correct 

mistakes of the past and take two basic but essential steps. First, they must break up Facebook and 

Google so they are no longer too big to regulate. Second, policymakers must regulate the resulting 

market practices to prevent reconsolidation and protect essential values such as privacy, non-

discrimination, free speech, and diversity in the public square.

The solution, in other words, is not to break up these corporations, or to regulate them, but to do 

both. We must aim at healthy online communications networks through regulated competition.

Addressing the root causes of Facebook and Google’s range of harms is not only necessary 

to protect democracy, but also politically achievable. In fact, lawmakers have already taken 

significant steps in this direction, with major investigations into the power of digital platforms 

currently underway in the House of Representatives, among state attorneys general, at the Federal 

Trade Commission and Department of Justice, and among global regulators and enforcers.

We do not presume to have all the answers, but we hope to advance the debate and help to center 

it around questions of power at a moment of political significance. We recognize that Facebook 

and Google’s market power affects numerous stakeholders, many of which have long advocated 

for various policy approaches. We welcome stakeholder input and critique on the solutions we 

propose below. And we look forward to continuing the increasingly vibrant dialogue about the 

best ways to restore regulated competition in media and advertising markets. Our democracy 

dependson the strength and integrity of this debate.

1  These laws include Section 230 of the Communications Decency Act and Section 512 of the Digital Millennium Copyright Act. See also: “What 
happens next in the housing discrimination case against Facebook?” Adi Robinson, The Verge, April 2, 2019  
https://www.theverge.com/2019/4/2/18286660/facebook-hud-housing-discrimination-case-section-230-legal-defense.
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FACEBOOK AND GOOGLE: 
WHAT ARE THEY?

Facebook and Google are commonly understood as technology 

companies, but they are more accurately described as 

communications networks that sell digital advertising. 

Advertising makes up the vast majority of revenue for both 

corporations. Unlike traditional companies that make money 

from advertising – such as newspapers, television stations, 

radio, and magazines – these corporations primarily help 

people and businesses communicate with one another through 

search, social media, mapping, and other digital networks. Mark 

Zuckerberg, for instance, originally called Facebook a “social 

utility” to indicate its broad public purpose. 

This paper uses Zuckerberg’s frame of considering Facebook and Google utilities. They are 21st 

century communications networks, managing the essential infrastructure of the digital world 

– like a search engine, a social network, or a mapping application – separate from the network 

of hardware that transmits data. Facebook and Google are the most dominant of these new 

communications networks, but there are others, such as Snapchat and TikTok, designed around a 

similar business model. 

Unlike traditional communications networks, users don’t pay Facebook and Google directly for 

services. Instead, Facebook and Google make money from advertising, and have redirected much 

of the revenue that used to flow to the media industry, especially print and digital news and 

journalism. 

These corporations are uniquely situated to profit from advertising, using a two-part strategy. 

First, both Facebook and Google own dominant communications networks. Using social 

networking to communicate means in large part using a Facebook network, and using search, 

online video, or mapping means using a Google network. Facebook and Google also have control 

over the user interfaces on which users rely for a suite of services, meaning these corporations 

can arrange the way users find information or communicate with friends and family to facilitate 

them seeing ads.

Lack of competition is essential to this dominance. For example, in the early 2000s, Facebook 

competed with MySpace over privacy and safety. Users could and did flee MySpace for 

Addressing the root 
causes of Facebook 
and Google’s range 
of harms is not 
only necessary to 
protect democracy, 
but also politically 
achievable. 
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Facebook.2  Today, despite Facebook’s bevy of data-

related scandals, the large and sustained increase 

in the number of ads it shows users, its tolerance of 

disinformation, and its elevated levels of surveillance, 

users have nowhere else to go.

Second, Facebook and Google use their dominant 

position as gatekeepers to the internet to surveil users 

and businesses, amass unrivalled stores of data, and 

rent out targeting services to third parties who can then 

target content – from ads for shoes to racist propaganda 

– at users with a perceived precision unrivalled by any 

other entity.3  This dominance grants Facebook and 

Google immense bargaining leverage with publishers 

and other stakeholders, who often have no choice but to 

hand over their own proprietary data to the platforms. 

Advertising has always been a dangerous way to finance 

news gathering, because large advertisers can attempt 

to control what editors publish. To address this ethical 

risk, publishers have undertaken a range of mitigating 

strategies. Advertising and editorial departments are 

often separated, professional guilds work to protect 

journalistic integrity, and policy encouraged a diversity 

of media outlets so that a corruption of one would not 

corrupt all of public discourse. 

While advertisers don’t control Google and Facebook in 

the same way that they seek to control editorial content, 

this same ethical dilemma – the desire to distort the flow 

of information – takes a different form when applied 

to communications networks. The distortion occurs 

through business models reliant on excessive user 

engagement. The longer users remain on the platform – 

hooked on sensationalist content, which the platforms’ 

algorithms prioritize – the more money Facebook and 

What is a 21st century  
communications network?

Facebook and Google each operate multiple 

communications networks essential to the 

well-being and commercial prospects of 

billions of people. Their search facilities, social 

networks, maps, and video sharing services 

serve as key online interconnection points 

to facilitate the exchange of information 

among individuals and businesses. These 

services become regulable as communications 

networks when they achieve sufficient scale 

as to be a meaningful infrastructure platform 

for a community, and when there are fewer 

than three reasonable alternatives through 

which to easily gain or share unique and 

critical pieces of information.

As the Supreme Court noted in Munn vs 

Illinois (1874), “When the owner of property 

devotes it to a use in which the public has an 

interest, he in effect grants to the public an 

interest in such use, and must, to the extent 

of that interest, submit to be controlled by 

the public, for the common good, as long as 

he maintains the use.” America has a long 

history of regulating the actions of private 

businesses for the public good, from colonial 

times when colonial legislatures placed limits 

on the prices and offerings of ferries, common 

carriers, bakers, millers, and innkeepers, to 

the rate regulation of AT&T by the Federal 

Communications Commission in the 20th 

century. There is no reason to allow Facebook 

and Google to be exempt from traditional 

regulatory obligations.

2  “The Antitrust Case Against Facebook: A Monopolist’s Journey Towards Pervasive Surveillance in Spite of Consumers’ Preference for Privacy,” Dina 
Srinivasan, Berkeley Business Law Journal, vol. 16, no. 1, February 2019.

3  Targeting for the purpose of this paper means online behavioral advertising which is shown to users based on personalized knowledge gained by 
tracking their online and offline behavior. It does not mean contextual advertising, which means showing dynamic advertising based on the content 
around which an ad is shown. In other words, targeting would mean showing a user an ad related to bicycles based on the knowledge that the 
particular user being shown the ad likes bicycles, versus showing them an ad based on a site dedicated to bicycles.
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Google make from advertising. This is where the false 

content, surveillance, addiction, and so forth originate. 

They are not unfortunate byproducts of the business 

model; they are core characteristics of it, essential to 

these corporations’ ad-based revenue models. 

In other words, Facebook and Google are operating new 

types of essential communications networks that profit 

from amplifying untrustworthy, sensationalist, and 

addictive content, while destroying legitimate sources 

of news essential to a well-informed citizenry and 

introducing a range of other social harms. 

A LEDGER OF HARMS

Facebook and Google’s market power and advertising-

and-surveillance business model are at the root of a 

diverse yet interrelated set of individual and societal 

harms. The silo-like organization of policy conversations 

and expertise – privacy, discrimination, public health, 

monopoly, journalism, and so on – obscures this 

dynamic. Below we lay out a non-exhaustive list of some 

of the major ongoing problems that Facebook and Google cause.

SPREADING MISINFORMATION DURING A PANDEMIC.  In early March, Facebook 

posts included fake news about large numbers of concealed cases in Taiwan, and doctored 

images of President Tsai Ing-wen going into quarantine after testing positive. Despite attempts 

to fact check posts and videos on their platforms4, Global Disinformation Index published 

survey results that found Google providing ad services to 86% of the sites carrying coronavirus 

conspiracies.5

INVADING USER AND BUSINESS PRIVACY.  Facebook and Google know far more about 

the public than the public knows about Facebook and Google. This asymmetry of information 

 
Facebook and Google 
are operating new 
types of essential 
communications 
networks that profit 
from amplifying 
untrustworthy, 
sensationalist, and 
addictive content, while 
destroying legitimate 
sources of news 
essential to a well-
informed citizenry and 
introducing a range of 
other social harms. 

4  “Facebook, Amazon, Google and more met with WHO to figure out how to stop coronavirus misinformation,” Christina Farr, CNBC, February 14, 
2020 https://www.cnbc.com/2020/02/14/facebook-google-amazon-met-with-who-to-talk-coronavirus-misinformation.html

5  “Why is Ad Tech Funding These Ads on Coronavirus Conspiracy Sites?” GDI, March 24, 2020 https://disinformationindex.org/2020/03/why-is-ad-
tech-funding-these-ads-on-coronavirus-conspiracy-sites/
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enables unaccountable surveillance, manipulation, data breaches, and abusive behavior, for 

which the concept of privacy often serves as a catch-all.6 

DESTROYING LOCAL AND INDEPENDENT JOURNALISM.  A vibrant and independent 

press is essential to maintain an informed citizenry but is in a state of collapse in democratic 

societies around the world. The primary cause of this collapse is Facebook and Google’s control 

of digital advertising revenue. Because Facebook and Google’s market power allows them to 

collect granular information on users for advertisers, these two corporations now command 

nearly 60 percent of all digital advertising revenue.7 

PROPAGATING FAKE NEWS, DISINFORMATION, AND POLARIZATION.  Facebook 

and Google spread, amplify, and profit from falsified and divisive content. For example, in 2016, 

Russia executed “an extended attack on the United States by using computational propaganda 

to misinform and polarize US voters.”8  YouTube, which is owned by Google, has recommended 

Alex Jones’s videos involving conspiracy theories more than 15 billion times.9 

FACILITATING DISCRIMINATION. 

Facebook and Google’s business model 

inherently facilitates discrimination. Facebook’s 

model of personally targeted behavioral ads 

enables discrimination based on a variety of 

protected categories. In the past, Facebook 

allowed advertisers to exclude people based 

on their neighborhood “by drawing a red line 

around those neighborhoods on a map.”10  

Other elements of users’ profiles can easily 

approximate race, gender, age, or sexuality for 

advertisers who seek to discriminate against 

different classes of people.

6  There are many social choices beyond the scope of this paper to make about the appropriate amount of sharing of personal or business information, 
but the key fulcrum for any democracy is that there cannot be unequal access to whatever we as a society choose as our privacy standards. Access to 
and control of personal data by a few large corporate giants and no one else is a key part of the privacy problem.

7  “Google, Facebook have tight grip on growing U.S. online ad market: Report,” Sheila Dang, Reuters, June 5, 2019, https://www.reuters.com/article/
us-alphabet-facebook-advertising/google-facebook-have-tight-grip-on-growing-u-s-online-ad-market-report-idUSKCN1T61IV.

6  “The IRA, Social Media and Political Polarization in the United States, 2012-2018,” Computational Propaganda Research Project, Oxford University, 
December 2018, https://comprop.oii.ox.ac.uk/wp-content/uploads/sites/93/2018/12/The-IRA-Social-Media-and-Political-Polarization.pdf.

7  “YouTube, Facebook, and Apple’s ban on Alex Jones, explained,” Jane Coaston, Vox, August 6, 2018, https://www.vox.com/2018/8/6/17655658/
alex-jones-facebook-youtube-conspiracy-theories.

8  “HUD charges Facebook with Housing Discrimination Over Company’s Targeted Advertising Practices,” Press Release, US Department of Housing 
and Urban Development, March 28, 2019, https://www.hud.gov/press/press_releases_media_advisories/HUD_No_19_035.

9  Written Testimony of David Heinemeier Hansson, CTO & Cofounder, Basecamp, before the Committee on the Judiciary, Subcommittee on Antitrust, 
Commercial, and Administrative Law, Hearing on: Online Platforms and Market Power, Part 5: Competitors in the Digital Economy, January 17th, 2020.

10   “HUD charges Facebook with Housing Discrimination Over Company’s Targeted Advertising Practices,” Press Release, US Department of Housing 
and Urban Development, March 28, 2019, https://www.hud.gov/press/press_releases_media_advisories/HUD_No_19_035.
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ENABLING UNACCOUNTABLE POLITICAL CENSORSHIP.  Facebook and Google’s 

unilateral control over their platforms allows them to regulate the political speech that appears 

on those platforms. Because Facebook and Google are untransparent and unaccountable, trusting 

them to regulate political speech or content is extraordinarily dangerous. The goal must be to 

eliminate their ability to censor and shape our public discourse, not empower it.

IMPOSING A START-UP AND SMALL BUSINESS TAX.  Traffic from Facebook and 

Google is essential to reach customers across the economy, putting businesses that don’t 

advertise on Facebook and Google at a competitive disadvantage. But as the founder of one small 

business put it, “Google allows competitors to purchase ads on our trademark, blocking and 

misdirecting consumers from reaching our site.”11  In other words, Facebook and Google operate 

as phone directories, only when a user dials a number for a business, Facebook and Google direct 

the phone call to whichever third party pays them the most.12

REDUCING INNOVATION.  Facebook and Google acquire or undermine start-ups that might 

compete with their products, creating what venture capitalists call a “kill zone” around sectors 

adjacent to these big tech giants. They undermine entrepreneurship, as economist Hal Singer 

puts it, by “favoring their affiliated content, applications, or wares in their algorithms and basic 

features.”13 

HARMING MENTAL HEALTH.  Because Facebook and Google make more money from 

advertisers the longer users spend consuming advertising on their platforms, they have strong 

incentives to deploy other tactics that promote addiction and unhealthy use of their platforms. 

Both Facebook and Google have also facilitated radicalization by feeding users increasingly 

sensationalist and conspiratorial content.

HARMING PHYSICAL HEALTH.  Facebook and Google directly harm physical health. They 

allow advertisers to target people likely suffering from eating disorders with diet pills, people 

recovering from opioid addiction with opiates, those likely to be skeptical of vaccines with anti-

vaccination disinformation, and people living with HIV/AIDS with sham medications, to name 

just a handful of examples. 

 

11  Written Testimony of David Heinemeier Hansson, CTO & Cofounder, Basecamp, before the Committee on the Judiciary, Subcommittee on Antitrust, 
Commercial, and Administrative Law, Hearing on: Online Platforms and Market Power, Part 5: Competitors in the Digital Economy, January 17th, 2020.

12  Ibid.

13  “Inside Tech’s ‘Kill Zone’: How to Deal With the Threat to Edge Innovation Posed by Multi-Sided Platforms, Hal Singer, Pro-Market, November 21, 
2018, https://promarket.org/inside-tech-kill-zone/.
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HOW DID WE GET HERE?

To understand how to neutralize Facebook and 

Google’s dangers to society, it is important to 

understand a brief history of telecommunications 

regulation and antitrust enforcement. Examining 

the evolution of regulatory and enforcement regimes 

designed around other types of communications 

networks – the post office, newspapers, radio, 

television – helps inform the path forward. 

For roughly two hundred years, with the creation of the U.S. Postal Service in 1792, American 

policymakers have sought to ensure a decentralized and independent media communications 

environment. The First Amendment shielded private speech from government censorship. 

Equally important were public policies to structure markets for advertising, media, and 

communications. Policymakers subsidized media through universal low-cost or free distribution 

of information via the mail, promoted neutrality in critical speech platforms, and prioritized 

diversity of speech. Advertising revenue served as an important shield for publishers against 

financial control from the government and the wealthy.

Throughout most of the 20th century, a combination of telecommunications policies and 

advertising markets supported a surfeit of radio and television stations, as well as a host of 

local newspapers and specialized magazines. Until recently, between 60 and 80 percent of the 

revenue for newspapers came from advertising.14  Policymakers also implemented variations of 

the Fairness Doctrine, a regulation that mandated equal time for political views on regulated 

broadcast channels, reflecting a desire to safeguard concentrated media ownership from fusing 

with partisan political interests. 

From the 1930s to the 1970s, the Federal Communications Commission pursued three main 

policy goals. As described by Supreme Court Justice Thurgood Marshall, one was diversity of 

speech via diversity and local ownership of media platforms. Another was “the best practicable 

service to the public” consistent with the technology of the day.15  For communications networks, 

universality of service was yet another goal.

Starting with the Radio Act of 1927 and continuing through the Communications Act of 1934, 

14  “Pizzagate, the fake news conspiracy theory that led a gunman to DC’s Comet Ping Pong, explained,” German Lopez, Vox, December 8, 2016, 
https://www.vox.com/policy-and-politics/2016/12/5/13842258/pizzagate-comet-ping-pong-fake-news.

15  FCC v. National Citizens Committee, 436 U.S. 775 (1978).
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Congress and regulators sought to decentralize ownership and control of media markets, often 

when these industries were in their infancy. The Radio Act essentially forced AT&T, which 

sought to leverage its telephone infrastructure to dominate this new medium, to sell its nascent 

radio network. In 1940, the Federal Communication Commission imposed strict ownership caps 

on FM stations.16 

In 1942, the FCC and the Department of Justice forced NBC to spin off its second national radio 

network, which turned into ABC, a national competitor for eyeballs and ad dollars. In 1953, 

the FCC wrote the so-called 7-7-7 rules, which prohibited anyone from owning more than 7 

television licenses, 7 AM radio licenses, and 7 FM radio licenses nationwide. The FCC updated 

these rules to include cable systems in 1970. In 1975, the FCC blocked any company from owning 

a newspaper and TV or broadcast station in the same market.

Regulators also reduced network operators’ power over the flow of advertising and information, 

thus preventing operators’ from using that power to extort or bully other market participants. 

In 1941, the FCC blocked national radio networks from seizing control of advertising sales and 

programming choices, allowing local affiliates to more easily substitute local programming 

for network offerings. These rules were intended to make it easier for affiliates to sell non-

network advertising. Radio-network publicists prophesized doom for the industry, arguing it 

was a prelude for a government takeover of the airwaves. Instead, revenue and the number of 

broadcasters soared.17

Regulators and antitrust enforcers also imposed a wide variety of rules that restricted the 

power of any particular corporation in telecommunications and advertising markets. These 

restraints specifically promoted decentralization and fair competition. For instance, the Justice 

Department filed a suit against a monopoly on outdoor advertising, as well as a suit to stop 

price fixing in the typesetting business. In another case, the Justice Department sued a group of 

businesses for monopolizing supplies and services to rural newspapers.18 

Regulators also prevented one part of an industry from controlling the whole media supply 

chain, or what is known as vertical integration, in both television and film. In 1970, the FCC 

adopted Financial Syndication rules, which stopped TV networks from owning the programming 

aired in prime time. As a result, TV networks had to buy their prime time programming from 

independent production companies and studios throughout the 1970s and 1980s, which gave 

artists more negotiating leverage and helped open television production to new voices. Decades 

16  See p. 68, 6th Annual Report to Congress (1940), FCC: “To obviate possible monopoly, and to encourage local initiative, no person or group is 
permitted to control more than one F1H station in the same area, and not more than six in the nation as a whole.”

17  The Impact of the FCC’s Chain Broadcasting Rules, Yale Law Journal, vol. 60, 1951, https://digitalcommons.law.yale.edu/ylj/vol60/iss1/4.

18  United States v. General Outdoor Advertising Company, Inc. (1950); United States v. Thomas P. Henry Co. (1950); United States v. Western 
Newspaper Union, et al, (1951).
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of litigation also broke up the motion picture industry, 

separating production from distribution and ending a 

series of abusive practices, like requiring theaters to show 

unwanted films as a condition of showing sought-after 

blockbusters.19  

Policymakers also prohibited certain false and deceptive 

practices on broadcast speech platforms. In 1960, after 

a series of pay-to-play scandals, Congress eliminated a 

conflict of interest in advertising markets by outlawing 

the practice of “payola,” or undisclosed sponsorship 

payments to radio DJs, stations, and television 

personalities and shows. With this limit on licensed 

broadcast channels, advertising would be aboveboard and 

disclosed.20 

Enforcers and regulators also sought to intervene in high-technology markets to block 

monopolization at its incipiency. The Justice Department prohibited AT&T from competing 

outside its communications business in 1956, in part to prevent the company from leveraging 

its monopoly power in one market to advantage itself in others. This stricture forced the 

corporation to license its patents to the burgeoning electronics and digital computer companies, 

allowing them to grow without interference from AT&T. The FCC also sought to stamp out 

abusive behavior in the nascent online services market. Standards for new technologies, like 

those underlying fax transmissions, email, and the nascent internet, were often open, allowing 

competition within these new markets to flourish.

This system still had significant deficiencies and injustices. Local newspaper monopolies often 

had excessive local control over advertising and news flow, and structural racism and sexism 

limited the availability of advertising revenue and infrastructure to support publications and 

media outlets challenging the status quo. Publications like the legendary African-American 

newspaper The Chicago Defender never faced anything but a very challenging financial 

existence, and people risked lives and livelihoods to distribute it in the South because white-

owned firms would not carry it. Dramatically unequal levels of access to capital that fell along 

racial or gender lines presented an additional barrier to creating a just media ecosystem. But 

ensuring that power in the media and telecommunications industries was not concentrated was, 

and should remain, a critical baseline for protecting and expanding democracy in America. 

Without decentralization, the system will never be just. 

19  United States v. Paramount Pictures, Inc., 334 U.S. 131 (1948).

20  “Congress Tightens Broadcasting Regulations,” CQ Almanac 1960, 16th ed., 09-356-9-361, Washington, DC: Congressional Quarterly, 1960, http://
library.cqpress.com/cqalmanac/cqal60-1330632.

Ensuring that power 
in the media and 
telecommunications 
industries was not 
concentrated was, and 
should remain, a critical 
baseline for protecting 
and expanding 
democracy in America. 
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THE RISE OF MONOPOLY POWER

In the late 1970s, policymakers reversed their presumptions, increasingly deferring to assertive 

capital market actors on Wall Street. This shift manifested in the loosening of FCC rules capping 

media ownership and mandating political speech neutrality on publicly licensed airwaves. The 

subsequent consolidation of media outlets beginning in the 1980s turned into a merger tidal wave 

after the passage of the Telecommunications Act of 1996, which lifted caps on media ownership.21 

Underpinning this transition was an ideological transformation driven by the “law and 

economics movement,” which originated at the University of Chicago and successfully 

reoriented policymakers’ approach to structuring markets. Under the influence of writers 

like Robert Bork, policymakers, on a bipartisan basis, shifted the main goals of antitrust away 

from ensuring decentralization and fair rivalry within markets. Instead, they sought to allow 

corporate concentration within and across markets, often under the assumption that market 

dominance signaled nothing more than efficiency. 

In industries created after this framework became dominant, such as the personal computer 

industry, concentration became extreme. Competitors battled to privatize technical standards, 

creating monopolies around these complex specifications. While the standards underlying fax 

and email were open so that anyone could create fax and email products, the operating system 

for personal computers and the standards underpinning social media were under the control 

of individual corporations. Modern technology corporations sought to compete for the market 

itself, rather than within the market.

Antitrust enforcers also weakened merger law, viewing mergers in terms of their presumed 

impact on consumer prices instead of their impact on the competitive process. This pivot set 

the stage for corporations like Facebook and Google, which offered tools at no monetary cost to 

consumers, to go on merger sprees unencumbered by meaningful challenges.

The Reagan and Clinton Administrations also chipped away at the regulatory structures and 

21  “Everything you need to know about the Fairness Doctrine in one post,” Dylan Matthews, Washington Post, August 23, 2011, https://www.
washingtonpost.com/blogs/ezra-klein/post/everything-you-need-to-know-about-the-fairness-doctrine-in-one-post/2011/08/23/gIQAN8CXZJ_blog.
html; “Beware: The UHF Discount Is Rising from The Dead,” Andrew Jay Schwartzman, Benton Institute, May 15, 2017, https://www.benton.org/blog/
beware-uhf-discount-rising-dead; “F.C.C. Raises Limit on Total Stations Under One Owner,” Alex S. Jones, New York Times, July 27, 1984, https://
www.nytimes.com/1984/07/27/business/fcc-raises-limit-on-total-stations-under-one-owner.html. 

22  “F.C.C. Raises Limit on Total Stations Under One Owner,” Alex S. Jones, New York Times, July 27, 1984, https://www.nytimes.com/1984/07/27/
business/fcc-raises-limit-on-total-stations-under-one-owner.html.
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vertical and horizontal restraints that had kept telecommunications networks partitioned and 

decentralized.22  Part of this involved the Reagan Administration’s confusing attack on AT&T, 

which appeared to be a break-up of a monopoly. However, the underlying goal was to separate 

the regulated business components of AT&T from its other divisions as a means of deregulating 

telecommunications markets. The Reagan administration also loosened media ownership 

restrictions and eliminated the Fairness Doctrine. 

The Clinton Administration continued Reagan’s approach, with the Telecommunications Act of 

1996 enabling consolidation in telecommunications and broadcast industries. The law included a 

little noticed provision, Section 230 of the Communications Decency Act (which is a part of the 

overall law) to enable the management of online chat rooms. Section 230 allowed providers of 

“interactive computer services” to be free from liability for speech on their platforms. Section 512 

of the Digital Millennium Copyright Act offered a parallel shield for platforms to avoid liability 

for copyright violations on their networks. 

These shields led to an explosion of innovation. Platforms could experiment without worrying, 

as publishers must, that the content they monetized was illegal or included copyright violations. 

Importantly, these laws also enabled digital-era communications networks to finance themselves 

with advertising revenue, but without any liability for the content they facilitated.

While the Telecommunications Act eliminated a variety of restraints in media markets, it did 

succeed in blocking telephone companies from spying on customers for marketing purposes 

through what were known as Customer Proprietary Network Information rules.23  However, 

these protections have not been extended to surveillance and advertising online platforms. 

The Clinton Administration also brought suit against Microsoft for antitrust violations.24  

This suit created the opportunity for new young corporations such as Google to succeed. But 

the ultimate failure of the suit, combined with an increasingly conservative Supreme Court’s 

further narrowing of antitrust law, meant that the burst of innovation unleashed by the case was 

followed by the growth of new, even more powerful monopolies.

During the 1990s, regulators and policymakers were somewhat aware of possible anti-

competitive discrimination in the physical infrastructure of internet access, which led to the 

23  In the 1970s and 1980s, competitors began providing new services – such as burglar alarms – which required the use of the local phone 
incumbent network. These incumbents naturally could then use this proprietary information it received solely because of its dominant position as 
a local monopoly to market its own competitive alarm services. To compete on top of the telephone network meant giving proprietary information 
to potential competitors. With CPNI rules, incumbent telecom operators could not use this proprietary information for marketing purposes without 
express consent from the customer. Such a rule over the use of personal data blocked rival telecommunications operators from using business 
information necessary to run their networks from being used for anti-competitive purposes. See: FCC Customer proprietary network information 
regulations and “Protecting Privacy, Promoting Competition: A Framework for Updating the Federal Communications Commission Privacy Rules for 
the Digital World,” Harold Feld, Charles Duan, John Gasparini, Tennyson Holloway, Meredith Rose, Public Knowledge, February 2016, https://www.
publicknowledge.org/assets/uploads/blog/article-cpni-whitepaper.pdf.

24  United States v. Microsoft Corp., 253 F.3d 34 (D.C. Cir. 2001).
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battle over “net neutrality,” and the question of control over 

the physical infrastructure of the internet. But they did not 

recognize the possibility of centralization over the flow of 

information in the content layer of the web. They did not see 

the possibility of monopolization and centralization among 

advertising networks, search engines, or other nascent 

communication network applications. 

Ironically, within the industry, the moral dialogue about 

market structure was prescient. In 1998, Google founders 

Larry Page and Sergei Brin made the most cogent case 

against advertising-financed business models in their paper 

describing the underpinnings of Google’s search engine. The 

key problem with ad-financed search indexes was that they 

would engage in self-dealing; search engines financed by ads 

were “inherently biased towards the advertisers and away from the needs of the consumer.”25  

Page and Brin also identified that search engines would seek to prevent users from leaving their 

properties to sell more advertising. This problem is what would later be identified as engagement, 

the need to create algorithms to keep users engaged on a platform. But policymakers, if they 

acknowledged these arguments, did not incorporate them in any coherent regulatory framework.

Because of the ideological dominance of the law and economics movement, even under 

Democratic administrations the Federal Trade Commission (FTC) viewed consumer protection 

as a question of adequate disclosure regimes, focusing on solutions that required consumers to 

be notified when their data was collected. The FTC largely did not consider that, as companies 

accumulated data on their users, they would be able to structure bargaining power – to 

water down or eliminate competition – among different agents in the marketplace, including 

publishers, platforms, and users. Instead, market power was inappropriately shoe-horned into 

the framework of privacy law, where it remains today.26  

In 1999 and 2000, the FTC held a series of workshops and issued reports on the nascent online 

behavioral advertising market, with the outcome being industry self-regulation in the context of 

The embrace of self-
regulation set up 
a contest in which 
competition within 
the online advertising 
market could take 
place based on self-
dealing and conflicts 
of interest. 

25  “’We expect that advertising funded search engines will be inherently biased towards the advertisers and away from the needs of the 
consumers,’” David Rodnitzky, 3Q, June 10, 2008, https://3qdigital.com/blog/we-expect-that-advertising-funded-search-engines-will-be-inherently-
biased-towards-the-advertisers-and-away-from-the-needs-of-the-consumers/.

26  “Anticipating the 21st Century: Consumer Protection Policy in the New High-Tech, Global Marketplace,” FTC, May 1996, https://www.ftc.gov/
system/files/documents/reports/anticipating-21st-century-competition-policy-new-high-tech-global-marketplace/gc_v2.pdf.
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privacy.27  In 2007, the FTC offered updated principles to guide self-regulation in the now-thriving 

market for behavioral advertising.28  These principles were further extended in an FTC staff 

report in 2009, under a Democrat-majority agency. The embrace of self-regulation set up a contest 

in which competition within the online advertising market could take place based on self-dealing 

and conflicts of interest.29

This policy environment enabled relative newcomers Facebook and Google to roll up the 

online advertising industry.30  From 2004 to 2014, Google spent at least $23 billion buying 145 

companies,31  including Maps, Analytics, YouTube, Gmail, Android, and, critically, its 2007 

purchase of DoubleClick. Google’s DoubleClick acquisition, which the FTC approved, gave 

Google control over the plumbing used to deliver ads from advertisers to publishers in the 

display ad market. Google’s DoubleClick acquisition, which was approved by the Federal Trade 

Commission, gave Google control over the plumbing used to deliver ads from advertisers to 

publishers in the display ad market. Prior to this acquisition, online advertising was a segmented 

and competitive series of markets. The merger radically concentrated power over the flow of 

information and advertising. Google then combined DoubleClick data with its search and Gmail 

data into data sets that gave ad buyers unrivalled information with which to reach potential 

customers.

Facebook, too, acquired competitors without regulatory intervention. Most notably, in 2012, the 

Federal Trade Commission unanimously approved Facebook’s $1 billion purchase of Instagram.32  

Mark Zuckerberg bought the company because he saw it as a competitive threat to his social 

networking business; in other eras, such a merger would have been challenged.33  A year later, 

in 2013, Facebook acquired a company called Onavo, allowing it access to granular data on 

how people used rival apps in order to monitor potential competitive threats.34  Then in 2014, 

Facebook paid $19 billion for the secure communications messaging service WhatsApp, a popular 

27  The commission recommended following the approach of the online advertising trade group National Advertising Initiative, which were oriented 
around telling consumers what data was being collected about them and ignored potential anti-competitive practices that might injure publishers. 
The FTC sought self-regulation, but also suggested backstop legislative authority to enforce privacy protections, which Congress declined to enact. 
See: “Online Profiling: A Federal Trade Commission Report to Congress,” FTC, June 2000, https://www.ftc.gov/reports/online-profiling-federal-trade-
commission-report-congress-june-2000; “Online Profiling: A Federal Trade Commission Report to Congress, Part 2,” FTC, July 2000, https://www.ftc.
gov/reports/online-profiling-federal-trade-commission-report-congress-part-2. 

28  “Interactive Advertising Bureau Supports FTC’s Embrace of Self-Regulation of Behavioral Advertising,” Interactive Advertising Bureau, December 
21, 2007, https://www.iab.com/news/interactive-advertising-bureau-supports-ftcs-embrace-self-regulation-behavioral-advertising/; “Online 
Behavioral Advertising Moving the Discussion Forward to Possible Self-Regulatory Principles,” FTC, https://www.ftc.gov/sites/default/files/
documents/public_statements/online-behavioral-advertising-moving-discussion-forward-possible-self-regulatory-principles/p859900stmt.pdf. 
29  “FTC Staff Report: Self-Regulatory Principles for Online Behavioral Advertising,” FTC, February 2009, https://www.ftc.gov/sites/default/files/
documents/reports/federal-trade-commission-staff-report-self-regulatory-principles-online-behavioral-advertising/p085400behavadreport.pdf.

30  For a full list of Facebook and Google’s acquisitions, see the Appendix.

31  “Digital Platforms Inquiry: Preliminary Report,” Australian Competition & Consumer Commission, December 2018, p. 27, https://www.accc.gov.au/
system/files/ACCC%20Digital%20Platforms%20Inquiry%20-%20Preliminary%20Report.pdf. 
32  “FTC Closes Its Investigation Into Facebook’s Proposed Acquisition of Instagram Photo Sharing Program,” FTC, August 22, 2012, https://www.ftc.
gov/news-events/press-releases/2012/08/ftc-closes-its-investigation-facebooks-proposed-acquisition.

33  “Tim Wu Explains Why He Thinks Facebook Should Be Broken Up,” Wired, July 5, 2019, https://www.wired.com/story/tim-wu-explains-why-
facebook-broken-up/.

34  “Facebook’s Onavo Gives Social-Media Firm Inside Peek at Rivals’ Users,” Deepa Seetharaman and Betsy Morris, Wall Street Journal, August 13, 
2017, https://www.wsj.com/articles/facebooks-onavo-gives-social-media-firm-inside-peek-at-rivals-users-1502622003.
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program used by large numbers of people around the world to send private text-messages to one 

another, and which posed a potential threat to Facebook’s original social network. 

The result is that Google and Facebook enjoy extraordinary market power, with users firmly 

locked into their services. Today, Google has eight products with more than a billion users each, 

and Facebook has four products with more than a billion users each. Acquisitions have allowed 

these two corporations to control the richest and widest data sets on human populations ever 

assembled. Their reach, combined with data, gives these platforms gatekeeping power over who 

wins and loses online.35  These advantages insulate them from basic market-based accountability 

mechanisms, like competition from rivals for users and advertisers. Facebook and Google can 

increase the number of ads in their services or reduce quality of products through elevated 

surveillance levels without consequence.

35  See: Opening statement of Congressman David Cicilline, Field Hearing: Online Platforms and Market Power, Part 5: Competitors in the Digital 
Economy, Committee on the Judiciary, Subcommittee on Antitrust, Commercial, and Administrative Law, January 17, 2020, https://judiciary.house.
gov/calendar/eventsingle.aspx?EventID=2386. 34  “History of Section 6 Report-Writing at the Federal Trade Commission,” FTC, April 1981, https://
www.ftc.gov/sites/default/files/documents/reports/history-section-6-report-writing-federal-trade-commission/231984.pdf.
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SOLUTIONS

Below, we propose three key objectives for policymakers and enforcers that, taken together, will 

help address Facebook and Google’s excessive accumulation of power and the range of harms 

that derive from it.

ONE: INVESTIGATE ONLINE AD AND MEDIA MARKET STRUCTURE

Facebook and Google know far more about advertising markets than anyone else, including 

policymakers. An aggressive set of investigations over the structure of online advertising and 

media markets using granular business data would answer key questions. How do Facebook and 

Google take fees in opaque and automated marketing for online advertising? How do they use 

business or personal data? What are the specific business relationships and contractual terms 

that underpin their market power?

Across the globe, enforcers and regulators are undertaking studies or initiating court cases 

that expose aspects of how these corporations operate. Germany, France, the European Union, 

Israel, India, Singapore, Russia, Mexico, and Australia have all started down this path. In the 

United States, the U.S. House Judiciary Committee’s Subcommittee on Antitrust, Commercial 

and Administrative Law is currently engaged in a bipartisan investigation of Facebook, Google, 

Apple, and Amazon.

But more tools are available. To help guide policymakers, the FTC should use its authority under 

Section 6(b) of the FTC Act to study the online advertising and media industry. The FTC has 

a long history of critical investigative and report-writing work.36  Its investigations led to the 

Packers and Stockyards Act of 1921, the Grain Futures Act of 1922, the Securities Act of 1933, the 

Robinson-Patman Act of 1936, the Stock Exchange Act of 1934, and the Public Utilities Act of 1935 

– all legislation that restructured industrial or financial sectors.

Such an investigation would require a sectoral analysis of each individual platform and the 

market in which it operates. These analyses should provide a rich understanding of platforms 

underpinning online video, maps, search, third-party tracking, location tracking, app stores, ad 

data, and ad exchanges. In addition, such analyses should be particularly attentive to racial or 

gender biases that might be embedded in allegedly neutral algorithms.

36  “History of Section 6 Report-Writing at the Federal Trade Commission,” FTC, April 1981, https://www.ftc.gov/sites/default/files/documents/
reports/history-section-6-report-writing-federal-trade-commission/231984.pdf.
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TWO: RESTORE ACCOUNTABILITY THROUGH STRUCTURAL SEPARATIONS 
AND MEASURES TO ENHANCE COMPETITION 

Facebook and Google are complex and powerful institutions that are too big to regulate. 

Simplifying the business models through separating out various lines of business into 

independent corporations would enable policymakers to understand and regulate these 

institutions. Establishing and enforcing additional rules preventing reconsolidation is also 

necessary to restore market-based accountability. 

There are several ways that Facebook and Google can be structurally separated:

•	 SEPARATION BY FUNCTION.  Facebook and Google subsidiaries can be separated out 

based on function. For instance, splitting out general search from mapping, Android, and 

YouTube could be one approach. The advantage of function-based structural separation is that 

individual divisions in Google, for example, would no longer have an incentive to privilege 

other divisions within Google. General search, for instance, would no longer automatically 

funnel addresses or local search terms to Google Maps, but could choose other partners based 

on open business terms.

•	 BUSINESS LINE SEPARATION.  Facebook and Google subsidiaries could be separated out 

along existing technical business lines to enhance competition among horizontal competitors. 

Facebook, Instagram, and WhatsApp, for example, could be separated to heighten competition 

over quality, such as improved privacy settings, reduced surveillance, the quality of their 

mobile applications, or the quantity of ads.

•	 VERTICAL SEPARATION.  Some business lines could be separated between production 

and distribution. For example, general search can be divided into the search engine web page 

Google.com, the underlying web crawl (the unseen function that indexes internet sites for 

searching), and the ad feed. This division would enable other firms to license the underlying 

web crawl, creating a new and open competitive market of search engines that might compete 

on the quality of their interface or on improvements to the underlying search technology. As 

recently as 2002, Google supplied the underlying search technology to Yahoo, while Yahoo 

served as a retail brand powered by Google.

None of these approaches are mutually exclusive. Functional, business line, and vertical 

separation can all be done at once. Such changes would result in new, independent companies – 

Instagram, WhatsApp, Facebook, Messenger, Maps, Google Search technology, Google Search 

Engine, YouTube, Android/Play, Google Advertising, Analytics, Drive, Chrome, Gmail, and 

infrastructure services – that can innovate around a variety of business models.
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There are several legal pathways to achieve structural separations. They include:

•	 ANTITRUST ENFORCEMENT.  Large bipartisan groups of state attorneys general are 

currently undertaking broad antitrust investigations into Facebook and Google. These 

investigations could – and should – result in structural separations as a remedy. The Justice 

Department and the FTC are also reviewing antitrust concerns and could file suit. While 

conservative courts could reasonably be expected to blunt aggressive remedies, this outcome 

is not foreordained and should be aggressively tested.

•	 STATUTE .  Congress could force break ups through approaches modeled on past legislation, 

like the Public Utility Holding Company Act of 1935, which precluded utility-holding 

companies from operating across state lines. Congress or the FTC could also impose 

interoperability requirements to end the chokehold over the flow of information Facebook 

and Google currently command. Bipartisan legislation, the ACCESS Act, has been introduced 

to accomplish this goal. The National Institute of Standards and Technology (NIST) and the 

FTC could also serve as a convening body for the development of interoperability standards. 

NIST has promulgated standards recently on fingerprinting technology, electricity grid 

interoperability, industrial control system security, and cybersecurity.

•	 REGULATION.  Finally, the FTC could act under its Section 5 authority to prohibit unfair 

methods of competition. This section of the law provides fairly open-ended authority and 

could be used to bar business models with embedded conflicts of interest.

Separating Facebook and Google into their component parts would reduce their power, but even 

Facebook’s social network or Google search as standalone corporations would be too powerful. 

Additional steps are necessary to promote competition in each resulting market. They include:

•	 INTEROPERABILITY MANDATES.  Their status as closed networks with more than a 

billion users each fortifies Facebook and Google’s market power. After policymakers have 

reduced the power of these networks by separating them out into simpler lines of business, 

interoperability requirements can reduce the power of any one line of business. For new 

entrants to succeed, Facebook and Google’s services should be interoperable with those 

provided by startups and smaller companies, so users can connect and communicate with 

other users still on dominant platforms. This approach is similar in concept to the way in 

which a phone operating on a Verizon network is interoperable with one operating on an 

AT&T network. Interoperability is essential for facilitating new market entrants that would 

otherwise be locked out as a result the network advantages that incumbents create through 

acquisitions and market power. 
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•	 REGULATE DATA AS AN ESSENTIAL FACILITY.  Large stores of data also underpin 

Facebook and Google’s market power. After policymakers have reduced the power of these 

networks by separating them out into simpler lines of business, ensuring equal access to data 

constricts the power of any one line of business and fosters innovation.Currently, the debate 

over privacy is confused with the debate over the competitive playing field. We can choose 

to restrict the use of private data or enable it. Right now, however, there are essentially two 

different privacy regimes. Facebook and Google can use intrusive private data, while other 

corporations cannot. The point of regulating data as an essential facility is to ensure equal 

access among all businesses to essential data. For example, if Google’s underlying mapping 

data were publicly available under fair, reasonable, and non-discriminatory terms (FRAND, 

an established legal concept) as proposed by Senator Mark Warner and others, the mapping 

space would likely have a range of differentiated, competitive offerings. Whatever choices we 

make about privacy should remain distinct from using any particular decision about privacy 

to provide one corporation with a competitive advantage based on superior access to data.

•	 BAN ABUSIVE PRACTICES.  Preventing platforms from controlling publishers, 

businesses, and users requires far stronger enforcement of rules against abusive behavior. 

This step includes updating standards for false and deceptive practices in user interface 

designs that incentivize addiction or deception, banning unreadable end user license 

agreements, ending the practice of communications networks favoring its own products or 

services or forcing companies selling their own products to pay for their own trademark in 

search terms, and prohibiting payola-style deals such as Google’s payment to Apple to set the 

default search engine for Safari to Google’s product.

THREE: CREATE NEUTRAL PLATFORMS BY REGULATING BUSINESS DATA 
RULES AND ADVERTISING MARKETS

Facebook and Google’s current business model relies on surveillance, addiction, discrimination, 

and manipulation. To turn these platforms into safe, neutral networks for communication, 

policymakers must focus on regulating advertising practices, and in particular on the dangers 

inherent in targeted advertising. This could take a number of approaches:

Ultimately, communications networks like Facebook and Google should be prohibited from 

advertising altogether. A simple prohibition on communications networks operating advertising 

businesses would eliminate the incentive to surveil and manipulate users. As one example of 

how such a rule has been enacted in the past, telecommunications regulations used to ensure 

local phone networks could not exploit knowledge of people or firms its customers contacted for 

marketing purposes. Similarly, a dominant communications network like Facebook or Google 

should have no incentive to misuse user data, nor should they interfere with the communications 

of its customers based on the payments of a third party. Although Facebook and Google are 
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primarily financed through advertising, both have non-advertising revenue they could amplify 

through subscriptions or so-called “freemium” approaches that mix free and paid services.

•	 BAN FACEBOOK AND GOOGLE FROM MOST FORMS OF AD TARGETING. 

Because a blanket ban on advertising would be too disruptive, preventing communications 

networks from engaging in most forms of targeted advertising could serve as an intermediary 

step. Such a ban would dramatically reduce incentives to collect and store user information. 

Facebook and Google would move to what are known as “contextual advertising business 

models,” displaying ads based on the context of the publication or web page, rather than the 

identity of the user. While barring behavioral advertising would not address a host of harms, 

such as the incentive to self-deal or the over-utilization of online services, it could act as a 

bridging policy to minimize disruption before a more comprehensive ban takes effect. Other 

policies would need to be organized to address third party data brokers and other businesses 

that rely on invasive surveillance.

•	 IMPLEMENT A “DO NOT TRACK” LIST.  This approach would be similar to a ban on 

third-party targeted advertising, although it would allow users to opt-in to targeting with 

ads using third party data. This solution should be a complement rather than a substitute to 

structural separation.

•	 MAKE FACEBOOK AND GOOGLE RESPONSIBLE FOR CONTENT.  Communications 

networks should be forced to make a choice between being regulated as a communications 

facility or as a publisher. Requiring this decision means modifying Section 230 of the 

Communications Decency Act and Section 512 of the Digital Millennium Copyright Act so 

that large communications networks do not receive liability protection if they profit from 

advertising or targeted advertising. This modification would likely force Facebook and Google 

to change their business model. Amending Section 230 and Section 512 would also help restore 

a level playing field for publishers, who are legally responsible for the content they publish.
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A NOTE ON OTHER PROPOSALS

While well-intentioned, solutions that accept the inevitability of Facebook and Google’s 

monopoly power and business model are ultimately inadequate and, in some cases, could fortify 

their dominance. We offer brief commentary on several popular approaches:

•	 REGULATION THROUGH A NEW OR EXISTING AGENCY WITHOUT 

ADDRESSING FACEBOOK AND GOOGLE’S POWER IS INSUFFICIENT.  There 

is a great temptation to attempt to match the monopoly power of tech platforms with the 

regulatory power of the state, particularly in the context of protecting people from dangerous 

content or privacy violations. Such an approach would lead inevitably to regulatory capture. 

Google and Facebook know much more about their business than enforcers and regulators, so 

their power must be broken and fragmented before regulatory approaches can succeed. 

•	 PURSUING A PRIVACY-ONLY APPROACH WOULD BE INCOMPLETE .  As long as 

Facebook and Google profit from a business model fueled by surveillance and data collection, 

strong incentives will exist to violate user privacy and evade regulations. This approach 

also risks falling short due to lax enforcement of privacy laws. There are, however, policy 

frameworks centered around protecting privacy that would also restructure Facebook and 

Google’s business models, such as an opt-out Do Not Track feature.

•	 BANS ON POLITICAL ADS HAND POLICING POWER TO FACEBOOK AND 

GOOGLE .  Banning political ads, or banning microtargeting solely for political ads, is not 

a safe long-term approach. Deferring to Facebook or Google to determine what constitutes 

political content is inherently dangerous and subject to self-serving bias and manipulation. 

Since there is no hard and fast rule for determining what is political in nature, voluntary 

strictures risk skewing public discourse in dangerous and unpredictable ways. This approach 

would require a public authority to determine what is political – an inherently fraught and 

likely impossible task – as well as extensive audits and policing of extraordinarily complex 

platforms.

•	 FUNDING NEWSGATHERING BY TAXING PLATFORMS WON’T PRESERVE 

A FREE PRESS.  State funding for journalism — either discretionary or through some 

sort of tax on targeted advertising — can be dangerous. A revenue stream derived from 

online targeted advertising creates an incentive for speech platforms to protect the business 

model of Facebook and Google. Even state funding, without any link to online advertising, 

creates a dependency of the free press on the state. Advertising is a mechanism to finance 

newsgathering and shield that newsgathering from the state. State or philanthropic funding 

can supplement a diverse free press, but it is not a sustainable substitute for a vibrant and 

decentralized advertising market.
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A MOMENT OF OPPORTUNITY

Today, policymakers and enforcers around the globe are pursuing investigations and new policy 

approaches focused on the sources of Facebook and Google’s power and abuse: their reliance 

on digital advertising to generate profit and dominance in this digital advertising market. We 

hope this paper establishes several key claims: 1) Facebook and Google’s broad range of harms 

to society are interrelated and caused or exacerbated by their focus on digital advertising and 

dominance of it; 2) Facebook and Google’s dominance and business model are the result of 

repeated, ideologically-driven regulatory and law enforcement mistakes, rather than inevitable 

technological developments; and 3) a critical moment of political opportunity exists to spur 

policymakers to address the harms at the root by building consensus around an approach of 

regulated competition.

We welcome feedback and opportunities to learn from others who are developing solutions to 

the challenges that Facebook and Google pose. We’re grateful to the many individuals whose 

writing and ideas have informed this paper, and to the broader community of policymakers, 

experts, advocates, business people, and tech workers who all seek to make the technology 

captured by Facebook and Google serve rather than subvert our democracy.
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aboutface 8/23/05 $200,000 

ConnectU 6/23/08 $31,000,000 

FriendFeed 8/10/09 $47,500,000 

Octazen 2/19/10

Divvyshot 3/2/10

friendster 5/13/10 $40,000,000 

ShareGrove 5/26/10

Zenbe 11/16/10

nextstop 7/8/10 $2,500,000 

Chai Labs 8/15/10 $10,000,000 

Hot Potato 8/20/10 $10,000,000 

drop.io 10/29/10 $10,000,000 

FB.com domain name 11/15/10 $8,500,000 

Rel8tion 1/25/11

Beluga 3/2/11

Snaptu 3/20/11 $70,000,000 

RecRec 3/24/11

DayTum 4/27/11

Sofa 6/9/11

MailRank 6/9/11

Push Pop Press 8/2/11

friend.ly 10/10/11

Strobe 11/8/11

Gowalla 12/2/11

Instagram 4/9/12 $1,000,000,000 

TagTile 4/13/12

Gancee 5/5/12

Lightbox.com 5/15/12

Karma 5/21/12

face.com 6/18/12 $100,000,000 

Spool 7/14/12

Acrylic Software 4/20/12

threadsy 8/24/12

Atlas Solutions 2/28/13 $100,000,000 

Osmeta 3/1/13

Storylane 3/8/13

Hot Studio 3/14/13

Spaceport 4/23/13

Parse 4/25/13 $85,000,000 

Monoidics 7/18/13

Jibbigo 8/12/13

Onavo 10/13/13

SportStream 12/17/13

Little Eye Labs 1/8/14 $15,000,000 

Branch 1/13/14 $15,000,000 

WhatsApp 2/19/14 $19,000,000,000 

Oculus VR 3/25/14 $2,000,000,000 

Ascenta 3/27/14 $20,000,000 

FACEBOOK

APPENDIX

Below is a list of Facebook and Google acquisitions collected using public records. The data 

comes from the companies’ annual investor reports, 10K financial reports, press releases, 

and general industry news coverage. Due to the small size and valuation of many technology 

startups, some acquisitions did not meet the reporting threshold, and therefore are not included 

on this list. For similar reasons, many of the listed acquisitions have undisclosed financial terms. 

Despite the incomplete data, the list of over 300 acquisitions portrays Google and Facebook’s 

control over new ventures in their respective marketplaces.
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ProtoGeo Oy 4/24/14

PRYTE 6/1/14

privatecore 8/7/14

LiveRail 8/14/14 $400,000,000 

Wave Group Sound 8/26/14

wit.ai 1/6/15

QuickFire 1/8/15

TheFind 3/14/15

Surreal Vision 5/26/15

Pebbles Interfaces 7/16/15 $60,000,000 

Endaga 10/5/15

Masquerade 3/9/16

Two Big Ears 5/23/16

Nascent Objects 9/19/16

InfiniLED 10/10/16

CrowdTangle 11/11/16

FacioMetrics 11/16/16

Zurich Eye 11/19/16

Ozlo 7/31/17

Source3 7/24/17

Fayteq 8/1/17

tbh 10/16/17

confirm.io 1/23/18

Bloomsbury AI 7/1/18 $30,000,000 

Redkix 7/26/18 $100,000,000 

Vidpresso 8/13/18

Chainspace 2/1/19

GrokStyle 2/8/19

Servicefriend Sep-19

CTRL-labs Sep-19 $500,000,000 

Packagd Sep-19

Beat Games Nov-19

PlayGiga Dec-19 $70,000,000 

friendster 5/13/10 $40,000,000 
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Deja (became Google 
Groups)

9/20/01

Outride 9/20/01

Pyra Labs 2/16/03

Neotonic Software 4/22/03

Applied Semantics 4/23/03 $102,000,000 

Kaltix 4/30/03

Sprinks 10/1/03

Genuis Labs 10/7/03

Ignite Logic 5/10/04

Picasa 7/13/04

ZipDash 9/1/04

Where 2 Technologies 10/1/04

Keyhole 10/27/04

Urchin Software Corp 
(tech behind Google 
Analytics)

3/28/05

Dodgeball 5/12/05

Reqwireless 7/1/05

Android 8/17/05 $50,000,000 

Skia 11/1/05

Akwan Information 
Technologies

11/17/05

Phatbits 12/27/05

allPAY GmbH 12/31/05

bruNET GmbH 12/31/05

dMarc Broadcasting 1/17/06 $102,000,000 

Measure Map 2/14/06

Upstartle 3/9/06

"@"Last Software 3/14/06

Orion 4/9/06

2Web Technologies 6/1/06

Neven Vision 8/15/06

Youtube 8/15/06 $1,650,000,000 

Next New Networks 3/7/11

JotSpot 10/31/06

Endoxon 12/16/06 $28,000,000 

AdScape 2/16/07

Trendalyzer 3/16/07

DoubleClick 4/13/07 $3,100,000,000 

Tonic Systems 4/17/07

Marratech video 
conference software

4/19/07

GreenBorder 5/11/07

Panoramio 5/30/07

FeedBurner 6/1/07 $100,000,000 

PeakStream 6/5/07

Zenter 6/19/07

GrandCentral (became 
Google Voice)

6/24/07

Postini 7/9/07 $625,000,000 

ImageAmerica 7/20/07

Zingku 9/1/07

Jaiku 10/9/07

Begun 7/18/08

Omnisio 7/30/08 $15,000,000 

TNC 9/12/08

On2 8/5/09 $106,000,000 

reCAPTCHA 8/6/09

AdMob 11/5/09 $750,000,000 

Gizmo5 11/5/09

Teracent 11/18/09

AppJet 23-Nov

Aardvark 2/5/10

reMail 2/9/10

Picnik 3/8/10

DocVerse 3/6/10

Eluceon Research 4/27/09

Where2 Technologies 
(Now google maps)

10/1/04

Episodic 3/12/10

PinkArt 4/22/10

GOOGLE
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Agnilux 4/5/10

LabPixies 4/16/10

BumpTop 4/15/10

Global IP Solutions 5/18/10

Simplify Media 5/24/10

Ruba.com 5/14/10

Invite Media 6/7/10

Metaweb 7/8/10

Zetawire 12/13/10

Instantiations 6/14/10

Slide.com 8/30/10 $182,000,000 

Jambool 8/9/10 $70,000,000 

Like.com 8/21/10

Angstro 8/27/10

SocialDeck 8/30/10

Plannr 9/8/10

Quiksee 9/10/10

MentorWave 
Technologies 

9/10/10

BlindType 10/15/10

Phonetic Arts 12/4/10

Widevine Technologies 12/3/10

eBook Technologies 1/13/11

SayNow 1/25/11

Zynamics 3/2/11

BeatThatQuote.com 3/7/11

Green Parrot Pictures 3/15/11

PushLife 4/9/11

ITA Software 4/5/11 $700,000,000 

TalkBin 4/26/11

510 Systems 5/10/11

Anthony Robots 5/10/11

Modu 5/20/11 $4,900,000 

Sparkbuy 5/23/11

PostRank 6/3/11

Admeld 6/9/11 $400,000,000 

SageTV 6/18/11

Punchd 7/8/11

Fridge 7/21/11

PittPatt 7/22/11

Motorola Mobility 
(SOLD 2013)

1/1/11 $12,500,000,000 

Dealmap 8/1/11 $30,000,000 

Zave Networks 9/3/11

Zagat 9/9/11 $151,000,000 

DailyDeal 9/19/11

SocialGrapple 10/11/11

Apture 11/10/11

Katango 11/10/11

RightsFlow 12/9/11

Clever Sense 12/14/11

Milk 3/16/12

TxVia 4/2/12

Meebo 6/5/12 $100,000,000 

Quickoffice 6/5/12

Sparrow 7/21/12 $25,000,000 

WIMM Labs 8/30/13

Wildfire Interactive 7/17/12 $350,000,000 

VirusTotal.com 9/9/12

Nik Software 9/17/12

Cuban Council 7/17/12

Incentive Targeting 11/28/12

Bufferbox 11/30/12 $17,000,000 

Channel Intelligence 3/11/13 $125,000,000 

DNNresearch 3/13/13

Talaria Technologies 3/15/13

Behavio 4/17/13

Wavii 4/23/13 $30,000,000 

Makani Power 5/22/13

Waze 6/1/13 $996,000,000 

MyEnergy (SHUT 
DOWN)

5/7/13

Calico 9/18/13

Bump 9/16/13 $30,000,000 
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Flutter 10/3/13 $40,000,000 

FlexyCore 10/22/13 $23,000,000 

Schaft 1/1/13 $20,000,000 

Industrial Preception 1/1/13

Redwood Robotics 1/1/13

Meka Robotics 1/1/13

Holomni 1/1/13

Bot & Dolly 1/1/13

Autofuss 1/1/13

Bitspin 1/5/14

Nest 2/1/14 $3,200,000,000 

Impermium 1/16/14

DeepMind 
Technologies

1/27/14 $625,000,000 

SlickLogin 2/17/14

spider.io 2/21/14

GreenThrottle 3/11/14

Titan Aerospace 4/14/14

Rangespan 5/2/14

Adometry 5/6/14

Appetas 5/7/14

Stackdriver 5/7/14

Quest Visual 5/16/14

Divide 5/19/14 $120,000,000 

Skybox Imaging 8/1/14 $500,000,000 

mDialog 6/20/14

Aplental Technologies 6/19/14

Dropcam 7/1/14 $517,000,000 

Baarzo 6/24/14

Appurify 6/25/14

Songza 7/1/14

drawElements 7/23/14

Emu 8/6/14

Directr 8/7/14

Jetpac 8/16/14

Gecko Design 8/22/14

Zync Render 8/26/14

Lift Labs 9/10/14

Polar 9/11/14

Input Factory 9/11/14

Agawi 10/1/14

Firebase 10/21/14

Dark Blue Labs 10/23/14

Vision Factory 10/23/14

Revolv 10/25/14

Lumedyne 
Technologies

11/2/14

RelativeWave 11/19/14

Vidmaker 12/18/14

Granata Decision 
Systems

1/23/15

Launchpad Toys 2/4/15

Odysee 2/8/15

Softcard 2/23/15

Red Hot Labs 2/24/15

Thrive Audio 4/16/15

Skillman & Hackett 4/16/15

Timeful 5/4/15

Pulse.io 5/28/15

Pixate 7/21/15

Oyster 9/22/15 $30,000,000 

Jibe Mobile 9/30/15

Digisfera 10/17/15

Fly Labs 11/6/15

Bebop 11/19/15 $380,200,000 

BandPage 2/12/16 $8,000,000 

Pie 2/18/16

Synergyse 5/2/16

Webpass 6/22/16

Moodstocks 7/6/16

Anvato 7/7/16

Kifi 7/12/16

LaunchKit 7/27/16

Orbitera 8/8/16 $100,000,000 
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Apportable 8/18/16

Apigee 10/1/16 $625,000,000 

Urban Engines 9/15/16

Api.ai 9/19/16

FameBit 10/11/16

Eyefluence 10/24/16

LeapDroid 11/6/16

Qwiklabs 11/21/16

Cronologics 12/13/16

Limes Audio 1/5/18

Crashlytics 1/18/17

Fabric 1/18/17

Kaggle 3/7/17

AppBridge 3/9/17

Owlchemy Labs 5/10/17

Halli Labs 7/12/17

AIMatter 8/16/17

Senosis 8/13/17

Bitium 9/26/17

Relay Media 10/9/17

60db 10/10/17

Banter 11/1/17

Redux 1/11/18

HTC Corporation 1/1/18 $1,100,000,000 

Xively 2/15/18 $50,000,000 

Lytro 3/21/18 $40,000,000 

Tenor 3/27/18

Velostrata 5/9/18 $100,000,000 

Cask 5/15/18

GraphicsFuzz 8/6/18

Onward 10/2/18

Where is My Train 12/10/18 $40,000,000 

Workbench 11/28/18

Sigmoid Labs 12/10/18

Superpod 1/3/19 $60,000,000 

Alooma 2/19/19

Nightcorn 3/31/19

Looker 6/6/19 $2,600,000,000 

Elastifile 7/9/19

Pointy 14-Jan-20 $163,000,000 

AppSheet 14-Jan-20

Socratic 16-Oct-19

Typhoon Studios 12-Dec-19
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